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Assessing the Importance of Frequency 
versus Compositionality for

Subword-based Tokenization in NMT
Benoist Wolleb, Romain Silvestri, Giorgos Vernikos, Ljiljana Dolamic and Andrei Popescu-Belis

the house is on the hill, the house is blue, the sky is blue.

A BB CB CCA A CCB CA A BB CB BC CA A CCC CB BC BA

the

house blue.

skyon

A
B C

A B C A B C

A B C

is,

hill

Algorithm

Original text

Der Himmel ist blau.

Mapping

両= Der, 东万= 
Himmel, 丠= ist, 

业= blau, 丕= .

Encoded text

両  东  万 丠  业  丕

Tokenized text

["Der", "Himmel", 
"ist", "blau", "."]

Tokenization
(moses)

Build Huffman 
tree

Encode text
Train ML 

model
Evaluate 

model

Detokenized text

The sky is blue.

Idea:

Method: 

Alternative tokenization method based on another 

compression algorithm without compositionality

Build n-ary Huffman tree and use "compression" 

symbols to tokenize words

Example

type  nb code
the   4  A
is    3  CB
house 2  BB
,     2  CA
.     1  BA
blue  2  BC
on    1  CCA
hill  1  CCB
sky   1  CCC

Pipeline

Data

CS - DE 
EN - DE
EN - FR

1'780'068 
4'547'445
5'245'392

3444
4615
4448

Languages Train Test

Lines

News Commentary
Europarl
Common Crawl
JW300
Newstest

Corpora

Results

Tokenization

Huffman coding uses at most 4 symbols per token, BPE uses up to 10

Nb. tokens per word (Huffman) Nb. tokens per word (BPE)

Findings
Translation quality does not 
decrease much with Huffman        
Compositionality is not the most 
important aspect of suwbords.

Frequency is the major factor, contributing for
        90.2 % of BLEU
        93.7 % of ChrF
        94.4 % of COMET

Motivation
BPE has three advantages: short encoding of frequent 

words, subword compositionality, unknown words

Which one is more important ?
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