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Introduction

Main advantages of subwords:

● frequency: frequent tokens are encoded with less symbols
● compositionality: meaning of a word is determined by the meanings of its 

parts
● unknown words: no out-of-vocabulary words

Which one is more important ?



Huffman Coding
Separate frequency from compositionality.



Experiments



Results: Segmentation

Histograms for the number of tokens using BPE (left) and Huffman coding (right)



Results: Translation quality

Frequency contributes to  90.2% of BLEU, 93.7% of ChrF and 94.4% of COMET 
scores*.

*averages across languages using 16k subwords



Conclusion

- Alternative tokenization algorithm based on Huffman coding

- Study the importance frequency versus compositionality for subwords

- Translation quality does not deteriorate with Huffman

- Most of the gains brought by BPE can be attributed to frequency 
rather than compositionality



Thank you!


