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Results

Correct the grammatical
errors in the following

sentence:

Dylan which won a Nobel
prize is

an Americna musician.

The Nobel prize was
awarded to the

Americna musician
Bob Dylan.

Dylan is a musician
from the US who
won the Nobel

Prize.

Dylan who won the Nobel prize is an American musician.

Dylan which won a
Nobel price is an

American musician.
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Research Question
Can we find a parameter-efficient way to improve the 
performance of LLMs without access to their weights?


Observation: LLMs can generate diverse candidates 
with complementary strengths and weaknesses.

Analysis

LMCor

https://georgevern.github.io/@gvernikosgeorgios.vernikos@epfl.ch

Different in-context examples Plug-and-play with various LLMs

Experiments
Task Size LLM LMCor # cands

Grammatical error correction 60k
PaLM-62B T5-base


250M 5Data-to-Text generation 35k
Summarisation 204k

Machine translation 200k XGLM-2.9B

same family, different scale different family, different scale

= frozen, no retraining
CoNLL-14 E2E NLG


