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• Classic, n-gram matching metrics: 
BLEU[1], ChrF[2], TER[3]

• Recent, learnable metrics: 
BERTScore[4], COMET[5], Prism[6]

Evaluation of Machine Translation

Automatic 
Metric
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Evaluation of Evaluation of Machine Translation

Human Score (↑) Metric Score (↑)

37.990.57

0.65 53.73

-1.83 19.38
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Traditional metrics like BLEU demonstrate poor correlation with human 
judgements that can even be negative when looking at the top k systems[7].

Why do we need all these metrics ???

Evaluation of Evaluation of Machine Translation

BLEU
ChrF
TER{
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State-of-the-art metrics use representations from pretrained Language 
Models or MT systems to evaluate MT outputs

Evaluation of Evaluation of Machine Translation

Prism
BERTScore

COMET(-QE)
Figure from [4].

Figure from [5].
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Metrics that use contextual representations from neural networks have been 
shown to correlate better with humans[7]!

Why do we need all these metrics ???

Evaluation of Evaluation of Machine Translation

Prism
BERTScore
COMET{

What is still missing ???



Problem Formulation
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Sentences can be ambiguous when judged in isolation !

source-based evaluation
pronoun translation disambiguation

Figure from [8].

Figure from [8].
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Sentences can be ambiguous when judged in isolation !

source-based evaluation
pronoun translation disambiguation

reference-based evaluation
pronoun translation disambiguation

system translation

human There are too many bugs.

system1 There are too many insects.

system2 There are too many flaws.

system3 There are too many hidden microphones.

Figure from [8].

Figure from [8].



Problem Formulation
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Sentences can be ambiguous when judged in isolation !

system translation

human There are too many bugs.

system1 There are too many insects.

system2 There are too many flaws.

system3 There are too many hidden microphones.

+1 pr Do you ever clean this house?

source-based evaluation
pronoun translation disambiguation

reference-based evaluation
pronoun translation disambiguation

Figure from [8].

Figure from [8].
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Best practices for human 
evaluation of MT have been 
revised and now annotators are 
strongly advised to take context 
into account[11]!

Evaluating at the sentence level is 
misleading: MT systems appear to 
perform better and even reach human 
parity[10]

Problem Formulation

Appraise interface from [9].
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Overlap-based and learned metrics still operate on the sentence-level

Problem Formulation

How can we incorporate context into learned metrics?



Related Work
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Document-level context has also been proven useful for MT systems

• Different ways to encode context: concatenation, encoders, gating

• Unclear if translation quality improves: human evaluation or 
targeted datasets[14]

Figure from [12].



Related Work
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Context usage is mostly unexplored in automatic MT metrics

BlonDe: an overlap-based document-level MT metric for English that 
focuses on discourse phenomena[15] 
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Document-level MT Metrics

Simple and effective approach -> add context during inference:
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Instead of just using source hypothesis and reference  
concatenate source, hypothesis and reference context 
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Instead of just using source hypothesis and reference  
concatenate source, hypothesis and reference context 

• No retraining 

• No document-level human annotations
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Score one sentence at a time using document-level context

Instead of just using source hypothesis and reference  
concatenate source, hypothesis and reference context 

• No retraining 

• No document-level human annotations
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Transformer Encoder Transformer Decoder

reference hypothesis

Prism

• A multilingual MT model that was trained at the sentence level as the 
paraphrase model (m39v1)

• Test whether the hypothesis is a paraphrase of the reference and vice 
versa
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Transformer Encoder Transformer Decoder

reference context </s> reference reference context </s> hypothesis

Document-level Prism

• We use mBART-50[16] a multilingual LM that was trained at the document 
level as the paraphrase model

• We concatenate the reference context to both the encoder and decoder

• We only compute token-level probabilities for the sentence we want to 
score
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

BERTScore

•Contextual embeddings from BERT

•Soft-alignment between words

•Greedy matching from matrix to calculate 
precision, recall and F1
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Document-level BERTScore

• We concatenate the reference context when encoding the reference or the 
hypothesis with the LM

• We only align the tokens of the current sentence by setting all the other 
similarity scores to zero

• BERT is pretrained on chunks of text (512 tokens)
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

COMET

COMET COMET-QE

•Contextual embeddings from XLM-R[16] for source, candidate and reference

•Average pooling of output token embeddings

•Model is trained to predict human scores
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Document-level MT Metrics

Simple and effective approach -> add context during inference:

Document-level COMET

cr ; h 

COMET COMET-QE

• We concatenate source and reference context with the source and   
reference sentences in the encoder

• XLM-R is pretrained on chunks of text

• We average the embeddings of the current sentence only

cr ; r cs; s ch; h cs; s
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Experiments

We evaluate our approach on the MQM annotations of WMT21 Metrics Task[18]:

• MQM guidelines strongly advise annotators to take context into account[11]

• Two different domains, News (articles, long sentences) and TED talks (transcribed speech, 
shorter sentences, contextual phenomena)

All our models can handle more than one sentence as input.

We substitute the hypothesis context, ch, with the reference context, cr, when available to avoid 
propagation of errors.

We use the two previous sentences as context.
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Results

System-level Pearson correlation with WMT21 MQM annotations for the news domain and TED talks. 
Results for baselines and trained metrics with (Doc-*) and without context.
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Results

System-level Pearson correlation with WMT21 MQM annotations for the news domain and TED talks. 
Results for baselines and trained metrics with (Doc-*) and without context.

• Significantly outperform document-level metric baseline

• Improved correlation for TED talks across metrics and language pairs

• Improvements on news for 2/3 pairs. 
 Zh->En reference is of lower quality (MQM score 4.2, best MT 4.47)[19]
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Results

Q: Do the gains of our approach come from contextual phenomena?

We use contrastive sets (ContraPro[20], DiscEvalMT[12]) 
used to evaluate document-level MT models.

We only test reference-free metrics (COMET-QE), otherwise the task is trivial.

We consider the original and contrastive references as outputs of different MT systems.
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Results

Accuracy (%) for targeted evaluation of contextual phenomena.

• Consistent and significant improvements using context

• Our approach outperforms document-level MT systems

• Gains even when the antecedent is in the current sentence (Intra)

Q: Do the gains of our approach come from contextual phenomena?  

We use contrastive sets (ContraPro[20], DiscEvalMT[12]) 
used to evaluate document-level MT models.
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Results

Accuracy (%) for targeted evaluation of contextual phenomena.

• Consistent and significant improvements using context

• Our approach outperforms document-level MT systems

• Gains even when the antecedent is in the current sentence (Intra)

Q: Do the gains of our approach come from contextual phenomena? 
A: YES 
We use contrastive sets (ContraPro[20], DiscEvalMT[12]) 
used to evaluate document-level MT models.
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Analysis

Q: Does context quality play an important role?

We substitute the hypothesis context, ch, with the reference context, cr, in all metrics but COMET-QE.

Average correlation for all domains and language pairs using hypothesis vs reference context.

• Hypothesis context leads indeed to worse correlation

• Conditioning on low-quality context has diminishing results (e.g. Zh->En)
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Analysis
Q: Does context quality play an important role?
A: YES

Average correlation for all domains and language pairs using hypothesis vs reference context.

• Hypothesis context leads indeed to worse correlation

• Conditioning on low-quality context has diminishing results (e.g. Zh->En)

We substitute the hypothesis context, ch, with the reference context, cr, in all metrics but COMET-QE.
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Analysis

Q: How much context should be used in document-level MT metrics?

Correlation vs. amount of context for news articles.

• Adding more context helps for 2/3 pairs

• For Zh->En using less context helps, due to low quality of the reference 



Conclusion

• Simple and effective approach towards document-level MT metrics

• No retraining or additional data needed

• Consistent improvements across all metrics (TED talks)
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• Gains come from better context utilization



Conclusion

• Simple and effective approach towards document-level MT metrics

• No retraining or additional data needed

• Consistent improvements across all metrics (TED talks)
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• Gains come from better context utilization

Limitations

• Not fully document-level : consistency, fluency

• Context might be redundant in some cases



Future Work

• Explore other ways of integrating context (e.g. gating)

• Retrain/Adapt metrics on document-level annotations
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Thank you! Questions?



COMET PR (work in progress)
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